SCBX：2025年人工智能展望报告

《2025年人工智能展望报告》深刻揭示了自2022年底ChatGPT问世以来，生成式AI如何迅速重塑商业格局与个人生活。报告强调，AI技术的迭代加速不仅体现在用户规模和使用频率的爆发式增长，更伴随着资本投入的显著提升，预示着一个由数据驱动的智能新纪元。这份报告为理解AI未来的发展路径，特别是其对数据处理、分析及应用带来的深远影响，提供了关键的战略视角。
报告深入分析了开源与闭源AI模型在数据处理能力与经济效益上的竞争态势。值得关注的是，开源模型正以惊人的速度在性能上逼近甚至挑战闭源模型。例如，DeepSeek R1开源模型在多项基准测试中表现卓越，而其开发成本仅为560万美元。这一数据点凸显了开源生态在资源优化和成本控制方面的强大优势，预示着未来AI技术普及将更加注重效率与可及性。
小型化与多模态AI模型的崛起，标志着数据处理范式的重要转变。报告指出，多模态模型能够无缝整合文本、图像、音频及视频等多源异构数据，极大拓展了上下文理解的深度与广度。同时，专注于特定任务的小型化模型，通过精简参数数量，显著提升了处理效率并降低了计算资源消耗。这些趋势共同推动AI技术向更高效、更具成本效益的数据分析方向演进。
AI代理的兴起，代表了人工智能从被动响应向主动决策的关键飞跃。与传统生成式AI不同，AI代理具备感知、推理、规划及自主执行任务的能力，成为复杂数据环境下的战略合作伙伴。SCBX集团的金融咨询平台案例即是明证，该平台通过AI代理进行投资分析，提供更为精准与全面的市场洞察和投资建议，显著提升了金融决策的效率与质量，体现了AI在高级数据分析中的巨大潜力。
[bookmark: _GoBack]AI技术在实际场景中的应用案例进一步验证了其对数据价值的深度挖掘。SCBX集团开发的“台风”大型语言模型，尤其在泰语处理方面表现突出，已成功应用于医疗、法律和劳动市场分析等多个领域，实现了业务流程的自动化与智能化。这些案例表明，AI不仅能提升现有业务的数据处理效率，更能通过深入分析和洞察，驱动传统行业的根本性变革。
展望未来，AI技术的发展将持续深化数据价值的挖掘与利用。开源模型的成本效益与性能提升，结合小型化、多模态及AI代理的应用，预示着AI将更广泛、更深入地融入各行各业的数据分析与决策流程。尤其在金融、医疗等数据密集型领域，AI将成为提升效率、优化资源配置和创造新商业模式的核心驱动力，为企业和政策制定者提供前所未有的数据洞察能力。
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Betwoen Jonuary 28-30, 2025, severol ofthe stocks that had shorply
declined began to rebound; however, they had et to recover 1o their
pre-Deepseek launch levels. Cloud service providers remained
reltively stable, with certain companies, such s Google and Meta,
even experiencing asight increase.

The fact that DeepSesk was able to develop  model with
performance comparable tocosed-source modelswithin ust two years
refiects @ growing trend—open-source models may s0on possess
capablities equivalent to ther cosed counterports. Tis development
couldlead toacealerated Aladvoncement, cost reduction, and broader
accessibiity of Al technologies ocross various industries. The ongoing
competition betwaen the two model types isliely to reshape the
Al landscape rapidly—in terms of cost, adoption, and continuous
development.

For instance,

s ilustroted, Openafs GPT-45 demonstrates strong
control over allucination ssues (the generation of inaccurate
Information). However, the processing cast per 1 millon tokens fs
‘approximately USD 1128, with a performance score of 81 (performance
being assessed based on reasoning, general knowledge, mathematics,
and programming capabilties).In contrast, DespSeek F1 processes
‘millon tokens ot costof only USD'1.37 while achieving aperformance
scoreof 601"
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Beyond performance and cost, another emerging trend now being
actively pursued by both sides s the push for speed—specifically,
the acesleration of reasoning-based responses. In earlier model
‘generations, generating well-reosoned answers required significant
‘computatonal power duringinference. As result, the speed of logical,
‘coherent responses s becoming another crtical metrc by whichfuture
Almodet il be evaluated,

To say that “open-saurce Al models are closing in fost’—with the
potentiol to match or even surposs closed-source models i certain
areas—would not be an overstatement.

Nonetheless, leading closed-source models stil retaln clear

P cedlanguage! o
ormanaging extended contexts—oreasin which models ke GPT-4excel.
These advantages stem from the vast resources and proprietary.
large-scale datosets used to train such models, which are avallable
exclusively o the organizations that own thom.

However,given the exponentiol rate ot which open-source models
e currently progressing —doubling In public roleases yeor over yeor—
and the foct that they are continually refined" by developers around
the world, the performance gap s steadily narrowing.

Moreover apen-source modelsoffe istinct advantages i flexbiity
‘ond customizotion, which,In some cases, moke them better sulted to
specialized applications than general-purpose closed models.
For example, @ company seeking an Al assistant for analyzing
doma

specific documents may choose to fine-tune on open-source

model on s propristary data, resting in an Al system that deeply
Its specifc ing o generic:

model may be unable to deliver with the same level o precision.

T T Prioscphies e

Conclusion: Open-Source Al Models Are Transforming

the Economics of Al

Tho competition betwoen open-source and closed-source Al not only reshaping the technological landscape, but olso redefining
the economics of Al through the principles of Economies o Scale and Econories of Speed:

1. Economies of Scale:

source models significantly reduce the cost of Al
pment by distributing workloads across @ global community
opers. Unlike close e models, which req
<antial investment from a single entiy, open-source models
allow businesses to adopt and fine-tune existing modelswithot
starting from seroteh—lowering costs and accelerating the
commercial deployment f Al

o

2.Economies of Speed:

By making source code publicly avalable, the development
cycl of A s cramatically occelerated. The abilty for a brood
developer basa to collectvely rafine
problem-solving and nnovation comparsd o the mited nterna
processesof closec-source development. i glabal adaptebilty
and shared learning enable open-source models to reach
parformance parity with closed.ource modes n sgnificantly
Shorte timatrames.

Astriking example s Typhoon2 1708, an open-source model by SCBIOX, developed with a budget ofust USD 120 approximately THB 4000)
‘and within @ emarkably short timeframe of 15 hours. Tis wos achleved by merging two models—Typhoon2 708, known for ts Thailanguage
proficiency,ond DeepSeek R1708 Diti recognized for ts strong reasoning capablites The resulting model exhibited significant improvements
in both reasoning and Thoi language understonding,surpassing the performance of DeapSeek R1n key areas 1"
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cl source models offer top-tier performance Ultimately, whether it is open-sout
comes at the cost of limited transparency and a concentration of power in the hands the shared objective is to harness artifi
of afew devel possible benefit to humanity. The
On the other hand, open-source models promise collaboration and equitable ac enablethisgoal tobe achieved more rapidly and
and they are increasingly demonstrating capabilities that rival those of clo maintaining a healthy equilibrium between innovation, transparency,
modelsin many areas.Striking a balanced integration be and accountabilty in the future.

will be essential for the continued growth of the Al industry and for m:
benefits to the economy and society at large.
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ACT I
Tiny Titans - Small,
but Mighty.
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More Versatile,
Smaller, and Smarter:
3 Trends of the

Next Al Evolution

Artifcal nteligence (Al continues to evolve at aremorkabie pace,
withthree emerging trands redefining the technological frontir

.Versatle Multimodal models copablecfnterpreting andesponding
todiverse typesof data.

2 Smale task-specificmodeis thatare more efficient and adaptable.

3 Scaling ntaligence forImproved Reasoning, shifting focus toward
more effcient approaches—pursting deaper reasoning capabilties
without ever-larger modelszes

Each of these trends holds distinct Implications—reshaping how
businesses operate, how industries nnovate,and how Al ntegratesinto
everyday ife. Collctivey,they signal a shift toward more practica,
scolable, and human-aligned Al—pushing the boundaries of what In-
toligent systems con accomplish i the real work.

Versatile Multimodal
Models

Multimodol Al model are capable of processing mutiple types of
ata simuitancously,such ostext, moges, audio andvideo, Tisenabies
the system tocomprenend contart more deeply andperforma brooder
range of complex tasks. Multimodal large language models
(Maltimodal LLMS) e gaining strong momenturm,as they offer richer
contextual understanding and greater flexiilty for o wide variety of
reak-word applcations.

This trend has led to the development of new mods that can
interpret iverse data formats and and hos paved the way for their
Integration with Al agent systems, enabling them to operate
autonomously and Intelligently. Demis Hassabis, CEO of Google
DeepMind,stated that “the combination of multimodl capabilties
and Al agents is one of the key steps toward AGI Artificiol General
Inteligencel.!

n
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Asilustratedinthis trend hos boen gaining momentum since 2021-2022,which marked the beginning of the growth era
formodels capablef handiing mulipl data modalties. Since then, thas continued to expand andis expected to maintain
its upword trojectory into 2025 and beyond. The increasing development and widespread application of multimodal
models—slong with advancements in multimodal reasoning, or the ablty to draw inferences from diverse data types—
are seen a5 occelerating progress toward achieving AGI (Atificial General Inteligence) 711

ACTI Ty Teans- St bty 12

Impact on the Economy
and Industry

Multimodal models possess significant potential for generating
economic value due to thelr abity o adress problems across mutiple
Industries using asingle mode. ForInstancenthe training and education
Sector, they can b used to create Intaligent teaching ossistants
capable of understanding both text and visual content—thereby
enhancing the explanation of complex topics for earmers.

(Onexompleis SCBX Public Company Linited, whichhos mplementod
this tochnology n ts Smort RM Trelning syster. This system simulates
customer interactions to train sales staff by using  voice-to-voice,
real-time mode, representing an advonced applcation of multimodol
LLM. The rosult s that employoes develop skis more efficlently and
‘comprehensively, while the company lso benefits from reduced
training costs.

1 the medical field, these models con assist doctors I diagnosis by
analyzing X-rays or RI results alongside textual medical reports
Incustomer service,intlligent chatbots capable of nderstanding both
speach and images from customers allow for more accurate and
context-aware responses. This rend enhances operational efficiency
ocross soctors and slovates user oxperlences, 0 Albecomes copabio of
understanding context derived from multiple dota sourcas.

. Future Outlook

This trend is expected to become increasingly significant.
Future modeis may be capable of receiving input from various sensory
modalities—such as audi, visual text, and lof senzar data—and
processing them collectively toproduce coherent and deepiy reasoned
outputs. For example,factory assistant robots may be able to visually
observe a situation while simultaneously responding to verbal
instructions, or data analysts may naturally explain numerical dota n
conjunction with graphs and images.
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In aditon, the ntegration of multimodal models with Al agents—
speciicall through Full-Duplexin Agentic AL or the abilty for Alagents
€ engage In simutancous two-way communication—nat only
enhances theeficiency and noturainess of human Alinteractions but
also allows the Al to ragidly analyze ond process data. This capabilty
leads to more accurate ond timaly decision-malking, whichs especially
valuable In applications requiring immediate response, such as
customer servie,technicol suppor, o emergency ossistance”

This approochincreases the usabilty of Alwithaut equiing human
intervention at every step, fundamentally transforming business.
operations across various sectors However,future challenges inciude.
managing the computational and energy costsassociated with these.
large modes,os well s eficiently handiing diverse types o data.

Small Models
for Specific Tasks

The second trend centers on the development of small Al models
or Small Language Models (SLMs) that are fine-tuned for high
efficiency in specialized tasks. These models have significantly fewer
parameters compared to large models such as GPT-3 or GPT-4,
but they are trained for expertise n specifc domains. As @ result
they offor fastor processing, lower esource consumption, and easier

more cost.effective fine-tuning.

These advantages ore diiving the growing popularty of smal
models. They con also be deployed directly on edge devices, such as
smartphones or loT equipment, which enhances occessibilty while
preserving dotaprivacy,as processing tokes placeon the usersdevice
rother than through centralized servers.

Impact on the Economy
and Industry
Spacialzed small models provide opportunites for smail and

medium-szed enterprises (SME) to adopt Al more broadly,without
requiring large-scale nfrastructure investments. This helps recuce the

technological gop between large corporations ond smallr payers.

Forexomple,in the smartphone ndustry, inteligent voice assistants
on newer mobile devices now process voice commands locally
eliminating the need o transmit data tocentral zed servers. This esults
In faster response times ond provents users’ voice dota from being
exposedexternal.Inhealthcore, dermatology diognasticapps unning
ontablets or smartphones nremote areas can screen patients without
Internet connectivity. Additionally task-specific smal models often
offer higher transparency ond security,as thei smaller codebose and
parometer count make them easier o audit ond control

Despitetheirsmaller size,manyspeciaizedsmall models demonstrate
Impressive performance, rivaling or even surpossing lorger models in
cortain applications. A recent study by Microsoft introduced Phi-4,
@ model with only 14 billion parameters, which exhibited strong
capabiltiesin complex reasoning and outperformed lrger modals ke
(GerminiPro 15 nmathematicaltasks, s shown inthe referenced image.
P-4 w3 lso designed with  focus o Responsible Alfrom the outset.
Another notable example is the startup Mistral AL which released
Mistrol 38 and 85 —
respectively. These small models have emerged as top performers on
standard benchmarks, outperforming other models In similar size
categories

ntaining 3 billon and 8 bilion parameters,

Innovations like these indicate that “small Al models can compete
withlargeones nspecialized tasks save resources, andrun on cent-side
devicos*—a concept that Is transforming Industry perspectives by
challenging the assumption that only large models are powerul,
Moreover MIT Technology Review sted smalllanguage models among
1t "Top 10 Breakthrough Technologies of 2025 highlihting that ofter
therapid prograss brought by large language modals i previous yeors,
itis now time to focus on smaller smorter models that can enable
wider real-world deployment of AL
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n Future Outlook

Wo willwithess an increasing number of small speciaized models
tallored to a wide variety of tosks—such as domoin-specifc coding
assistants, medical data analyss modes focused on particuiar diseases,
or product recommendation engines designed for niche customer
segments

The compatition among technology companies will sift toword
determining who con develop smollmodels that perform os wel osarge
models in specialized tasks, while consuming significantly fewer
resources. Achieving this would provide a substantial competitive
business advantage.

‘Arving Kishno, CEO of 8M, emphasized that If we can traln models
to achieve similar leves of performance at just one-hundredth of the
ostand runthem onasmalerinfrastructure, every organization willbe:

compelied to adapt in order to remain competitive.™

This transformative trend will further accalerate the growth of
open-source Al os small models are casier to buld upon. Developer
‘communitiescan collaboratively enhance ond share these models more
efficiently. As smoll models continue to become more inteligent,
everyday users may s00n goin access ta igh-quality Al withut relying
onlorge corporations or expensive hardwore. This wll help democratize
Al exponding ts opportunities and benefits across socety.
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Scaling Intelligence
for Improved Reasoning

The third trend challenges the prevailing notion of scaling up—the.
idea that increasing model size leads to better Al performance—which
has dominated the field over the past decade.

New generations of large language models (LLMs), such as GPT-3and
GPT-4,contain massive numbers of parameters and are trained on vast
datasets. This scaling approach has been shown to enhance language
understanding and reasoning capabilities, aligning with Scaling Laws,
which suggest that increasing model size, dataset volume, and compute
power typically leads to exponential improvements in performance.

However,as models grow larger,signs of the law of diminishing returns
have begun toemerge. That s, the rate of improvement in Al capabilities
slows down, even with continued increases in parameters and training
data. This raises concerns over the rising costs and diminishing benefits
of further scaling

In addition, data availability and training costs are becoming major
barriers. Researchers predict that, within a few years, the world may face
a shortage of high-quality training data. Estimates suggest that the
supply of high-quality textual data could be exhausted by 2026,
If this trend continues, it could significantly hinder Al advancement
unless new strategies are adopted.

Thus, the conventional path of scaling by simply increasing model
size may be reachingits limits. The Al community must seek alternative
approaches to building more intelligent systems without relying solely
on size expansion.

ACT I Tiny Titans - Small, but Mighty. 16

Impact on the Economy and Industry

This scaling challenge has two major implications. On one hand, developing state-of-the-art models with advanced reasoning capabilities
(such as GPT-4) requires massive investment—in terms of computational resources (e.g., thousands of GPUs and substantial electricity
consumption) and enormous datasets. Only a few large corporations possess the resources to pursue such efforts, potentially leading to
technological monopolies and widening inequality, as smaller companies and developing nations may struggle to keep pace.

On the other hand, as the limitations of scaling up become more evident, both industry and researchers are turning to alternative,
more efficient development methods. If more effective strategies are found, they could drastically reduce the cost of Al development and open
the field to new players, yielding long-term economic benefits.

New Approaches to Al Development

Beyond increasing model size, one promising approach s to allocate more computational power during inference rather than during
training. This strategy involves allowing the model to “think longer” when faced with complex problems, rather than responding instantly as
current models typically do. This concept is often referred to as Test-time Compute, or ‘on-the-fly computation* during real-time use.

For example, instead of generating a single answer immediately upon receiving a query, the model could explore multiple potential solutions
internally—through various steps or reasoning paths—evaluate them, and select the most appropriate answer to present to the user.

‘This method mimics the way humans take time to think through complex problems and could enable models to solve multi-step reasoning
tasks more effectively, without any increase in model size. Several research nstitutions have begun experimenting with this approach. Openal,
forinstance, has developed a model series under the codename “o1,* designed for multi-step reasoning during response generation and trained
with expert-curated data to enhance deep reasoning capabilities.
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The result s @ mod that s not por

ticulalylarge but s copable of
solving complex problems more effectivel. This approach s seencsone
that could fundamentally reshape the competitive dynamics of the
Alingustry, as it may no longer be necessary to rely on massive
computationa chips or extensive energy consumption. If models con
bacome more Intaligent through altemative meas, companies may
begin to compete based on the quaity of algorithms and training
tachniques rather thon solely o the scale o thef resources

Beyond the use of inference time, other approaches are also
emerging, such as the use of synthetic data to supplement trining
(to address the shortage of eal-world data) or mprovements in model
architecture to enhance learning efficiency without increasing
parametor count,such as modals that simulote step-by-stopreasoning.

Examples and Future Outlook

o Sutskever, co-founder of Openal and Sofe Superinteligence ond
an early proponent of the *scole squals success* paradig, recently
cknoutedgedinaninterview vith Reuters tha the traditionel approach
of simply increasing model size i reaching saturation. He emphasized
the need toreturn to anage of wonder and discovery” insearch of new
1deos tobbui moro ntoligent AL His carer stotement thot °f you have
@ sufficiently large dataset and you troin @ very large neural network,
success is guarantsed” may o konger hold true in this decade.”

This siftimples that the uture o Alwil ot bo driven by sze aone.
but wil Increasingly focus on qualitatve effciency. i the neor future,
e relkelytosee a convergence of multnle approaches—for example,
id-sized modils troined in mult-step reasoning, combining real ond
synthetic data, and utizing & mixture of specialzed smaller models
ather than relying on a single massive one (mixture of experts)

ACTI Ty Tears - Sl but iy, 16

These strategies could significantly reduce the burden of
computational nd energy resources. I successful, they would yield
benefits for both the ecanomy and the enviranment whils apening
opportunites for new players fo develop Intelligent models without
eing hindered by the prohibitive costs that have previously creatod
barrers o entry.

These are the three major trends shaping the next era of AL
They refect adirection i which the Alindustry s striving to expand the
technological fontier towardmodels that conrecaive and process more
diverse dota, become smalle,smarter,and more accessible.Multimodal
models i o squip Alwith  hoistic understanding of the workdthrough
Vorious data types, thereby enhancing its capabilties in handling
‘complex ealworldscenarios. Small specialized models am tobroaden
Al adoption by reducing resorce constraints and enabing ol sectors
toaccess Althatiswellsuited o thei specific needs. Meanwhie,scaling
modil computation during inference for mproved reasoning represents
an effort to push the boundaries of Al performance further witholt
being limited by traditional mathods.

These three trends do not develop in isolation but are mutually
reinforcingInthecreation f uturo Al thatisversatll, resource-cfficent,
‘andcapable o soving complex problers through reasoning. By staying
Informed of and adapting totheso trends, businesses and the economy
5 a whole can fullyleverage the benefits of A while simultaneously
preparing to address the new challenges thot wil emerge, ncluding:

1.The use of Alin governance and the development of Ethical Al
2 Theadvancement of Al under constroints on doto
and development resources

3 The sociosconomic impacts of A
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Agentic Al:
Rise of the Agents

Over the post two years,artifical nteligence hos made remarkable:
strides—particularly through the iseof Lorge Language Models L),
which have revolutionized how we nteract with machines. Vet most Al
in use today stilfolls under the category of Generative Al systems that
respond to prompts by generating content but remain fundamentaly
recctive and nstruction-bound,

That's now changing Enter Agentic Al—a more advanced form of A1
‘capableof perception,reasoning, planning, and autonomous exeeution.
Rather thon merely following human Instructions, these systems
understand goals and take initiative using tools and contextuol
knowledge. Its the difference between o task-oriented assistant and
astrategic partner with decision-making ablty.

Giobal organizations like the Werld Economic Forum and leading
Institutions such as Stanford HAIY, MIT Sloan’, along with Industry
‘experts,unanimouslyagroothat Agentic Alwilboakey trend dominating
the Al market in 2025, supported by industry leaders, academic
Institutions, major technology companies, and stortups. A the World
Economic Forum 2025 In Davos, extensive discussions took ploce
regarding the direction o A, with representatives from vorious regions
‘conferring with world leaders and policymakers about Al trends
The conversations focused more on practical real-world applications
rather than merely onits potential.

Inporaliel, MIT Sloan Management Review presented an articie ttied
“Fve Trends in Al and Dota Science for 2025" by Thomos H.Davenport
and Randy Baan, which statad that ‘the trend of Agentic Al in 2025
eserves ciose attention from leaders, emphasizing that Agentic Al
Isane of themast mportant trends organizational leaders shouid focus
onin2025

Another sigrificant difference is how they respond to uncertainty o
ewlnformation. Gen Al typicalyrequires humans to nput new data or
acjustcommands,whereas Agentic Alcan adoptand find new solutions
onits owntoa certain extent,

Take the exomple of investment plonning: o Generative Al might offer
general recommendations on investment strotegies based on
rocelved data; however,if markets fluctuateor significant news Impacts
oceur, humans would need to input new data to obtain updated
recommendations. Meanwhile, Agentic Al can monitorreal-ime market
dato, assess impact, and automatically adjust ecommendations

Thisabilty tooperate dynamicallyisespecialy rital i fast-moving
Industries like bonking and finance, where decisions must be fast,
occurate, and responsive o real-time volatlty.
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A Gen Al Approach

Receive Perceive Generate
Receve task or bjective > processinputtounderstand context Generate relevant responses
froma human &gather relevant data (f necessary) using pre-troined models.

Additional human prompting
Humons interpret the output and then create a new promp to further terate on agiven task:

Agentic Al Approach

An Agentic, “Human-like” approach to task completion
Receive Perceive &reason Act
Recelve task or objective. = Process input to understand context and > = Execute plansto achieve
froma human gather kely relevant data from various sources. plans tasks to generate useful outputs task using tools eg. via APls

1 i

Continuous learning from environment, human feedback & additional autonomous agentic iteration
‘Adapt continuously bosed on feedback from the environment,refining future responses to achieve target task / objective.
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The patformn question s aninvestment advisory system powered
by Agentic Al When compared to the use of general-purpose
‘Generative Al tools such as ChatGPT o Claude 37 Sonnet for stock
‘analysis, the differences are cearly pronounced.

SCAX canducted a performance comparizon between the two
systems Inanolyzing Microsoft (MSFT) stock by posing the same Invest-
ment.related questions to both a general-purpose Gen Al and SCEX'
‘Agentic AL The results revealed a significant difference i the quallty of
‘analysis and the abilty to delver actionable recommendations.

+The general-purpose Gen AL when prompted toanolyze MSFT stock,
typically
+Conductsabasicwebsearchbutretreves incompleteinformation.
+Folsto provide concrete investment recommendations.
«Has limited and outdated knowledige.
- Cannot perform n-epth analytical reasoning.

The outcome from Gen Al often consists of surfaco-level statements
such os Microsoft had a srong quarterly performance” o ‘Microsoftis
@ fundamentallystrong company,” which are insufficiet for informed
Investrent decision-making. Moreover, the provided nformation may
be outdoted and lacks the essentil context required for investment
evaluation.

In controst, SCBXs Agentic Al approach employs a more complexand
structured process that produces insights of far greater value:

Input Interpretation

‘Accurately understands the query, such as the request
for an analysis of MSFT stock.

Reasoning and Planning

Designs a tallored analyss pion,identifying necessary.
data such as historical prce trends, financiol ratios, market
trend analysis, and relevant recent news.

Tool Execution for Analysis

Leverages financial APIs and tools such as financial
statement analyzers, technical signal analyzers, stock
scroaners and other reated nstruments to gather data for
strategic anaiysis The system generates a concise summary
anlysis and clearly presents insights from InnovestX
(the securities arm of SCBX)

Real-Time Data Presentation
Displays updoted,user-frendly, and actionable
information incucing:
«Year-to-date performonce graphs
~tatisticaltobles showing win rates across
ifforont pariods (5,10,20 days)
+Average and median returns

+Riskto-retum ratios
~Simulations of potentialfuture returns

[T Eer——)

Deep Summary and Recommendations

Provides expert nsights from InnovestX, along with
proctical recommendations based on the complete dotaset
andanaiysis.

For example, when asked obout MSFT stock,insteod of receiving
‘agensricstotement i Microsoftis agood investment *clents receive
@ data-rich, actionable analysis that facilitates more effective
decision-making, g, the Analyssstates, MSFT has 58% winrate over
@ 5-day period and 60% over a 20-day period, with a isk-to-return
fatio of 121, suggesting that the expected return outweighs the
associated isk"

m con. i
quaity and the abilty to manage complex tasks between traditional
Gen Al and advanced Agentic AL Clints of SCBX,such os those served
by InnovestX Securites Co, Ltd, benefit from a mare comprehensive,
accurate, and up-to-date analysis, empowering them to Invest with
greaterconfidence.

Nevertneless,investment nvolves risk. Investors shouid thoroughly
reviewallelevont information before moking any Investment decisions
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Artificial General Intelligence (AGI)
and the Unresolved Path to Human-Level Al

As artifcil intelligence continues it rapid evolution, one concept looms large on the horizon: AG, or Artficial Genera Inteligence. Long considered the
“noly grai”of Al research, AGH s now capturing renewed ottention across the tech and academic communitie. Yet desplte this orowing focus, the path to AGI

remains os complex and contested as ever:

What is AGI?

ARTIFICIAL NARROW
INTELLIGENCE

IDEA

Machine’s ability to perform

asingle task extremely well,
even better than humans.

ARTIFICIAL GENERAL
INTELLIGENCE

IDEA

Machines can be made
to think and function
as the human mind.

ACTV:Not Gute Humen But st Thoe. 23

Autificial General Intelligence (AGI) refers to @ form of ortificial
Inteligence capab o thinking, learning, and performing any task at
@ lovel comparable to that of o human. Whil this definiton appears
straightforward, it conceals o great deal of complexty, particulorly
because defining whot constitutes *human-level cognitive ability”
remains amatterof ebate among scentiets,phiosophers and Alexperts.

The key distinction botween current Al and AGI is n the scope and
flexiilty of their capabiltes.

Present-day Al despite its complexity and power,is primarly
categorized as Narrow Al—systems designed to perform specific tasks
with high efficiency, such as image recogrition, language transiation,
Information retrieval,or financial dota analysis

I contrast, AGI must possess a combination of diverse ablltes and
oo copable of transferring knowledge from one domain to another

ortantl, t mustadapt tonewand.
the need for additional training—much like how humans learn and
respond to novel circumstances.

‘Comparing humanintelligence to machine copabilties s inherently
‘complex,as the human brain operates fundomentall differently from
computers. Humans possess contextual understanding, ereativty,
and the capacity to make volue-based and emotionally Influenced
docisions—facets that are profoundy difficult to replicate within
computation system.
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Diverging Voices from Al Industry Leaders

Within the current Allandscape, leaders and experts express significantly differing views regarding the timeline and feasibility of achieving AGI. These contrasting
perspectives highlight the inherent uncertainty and the formidable challenge of forecasting a technology as complex and potentially world-changing as AGI.

/)

Has stated that he believes AGI

will be achieved sooner than most
people expect. His confidence aligns
with OpenAl’s mission to develop AGI
that is both safe and beneficial. "

Sam Altman
CEO of OpenAl

Holds a more cautious view,
suggesting that the development
of AGI may take longer than
anticipated—potentially

up to ten years.”

Mustafa Suleyman
CEO of Microsoft Al

ACTVENot Gute Hurman But At Thos. 24

Has expressed strong confidence
that superhuman AGI could emerge
within the next five to ten years.

He believes such advancement has
the potential not only to enhance
but also to revolutionize multiple
domains, including healthcare and
the fight against climate change.”

Demis Hassabis
CEO and Co-founder
of DeepMind
(asubsidiary of Google)
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A Framework for Evaluating AGI Capability Levels

The development of Artificial General Intelligence (AGI) is not expected to occur through a sudden leap from current systems to human-equivalent capabilities.
Rather, it is a continuous progression through various stages. To better track this advancement and establish clearer developmental milestones, researchers from
both academia and industry have collaborated to construct a framework for evaluating AGI capability levels.

This assessment framework categorizes Al progression into multiple levels, ranging from Level 0 (No Al to Level § (Superhuman), with each level defined by
distinct characteristics and capabilities

Rofors o general-purpose computational systems that do notexhibit any Al charocteristics o 90th percentii skillevelof an aduit For Narrow Al examles inciude.
Examples include calculotors, compiers,orsystems reliant on human input behind ‘grammar and spel-checking tools ke Grammary,andimage generation modelssuchas Imagen
such as Amozon Mechanical Turk,which represents human-in-the-loop computing. (Google Broin]or DALLE 2 (OpenAll No system has yet achieved this evel for Expert AGL.

Emerging Virtuoso

Systems that are on par with, or sightly better than, unekiled humans.In the case of Narrow Systems performing ot the 99th percentie skl evel of an adult. Notabie Narrow Al example:
AL thesosystoms ely on simploruio- based mechanisms.For General Al exarmpies nclude ChatGPT include Deep Blue (Campbell ot . 2002) and AlphaG [Siver et al, 2016; 2017). To date,
(Opena, Liama 2 Mota, and Gemini (G0ogle), which are considered examles of Emerging AGI. 70 AGisystem hos attained Virtuosor evel performance,

Competent Superhumai

Systams that perform at the levelof an average adult with 50th porcentie sills.In Systoms that consistently outperform humans inal domains. Exomg
of Narrow Al this inciudes intlligent voice ssistants such o Sir (Aopla), Alexa (Amaz AlphaFold and AlphaZero (Google Deepind. In the case of Artificil Superinteliger
(Google Assistant, as el osstate-of-the.artlarge kanguage models (L) used fo tasks suchas o system hos yet reached thisevel

“hort essay witing or basi coding, A for Competent AG), no ysterm hos yet reached thisevel

thatspecialzos i specificdomain,suchasplying ches or rocommending productsft prfrms effectively only it s defned boundories.
e fovel Al capable of lorning axd savig dverso potiers ocross multple i,
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The True Path to AGI

ACT¥:Hot Qe Hurmon,But Amos: Tree. 26

Yann LeCun, Vice President and Chief Al Scientist at Meta (Facebook), shared his perspective on the development of true AGI at the Al

Action Summit 2025."

He emphasized that advancing toward true AGI is not merely a matter of improving existing models for greater efficiency, but may

require a fundamental paradigm shift in how Al systems are designed. His key recommendations are as follows:

Abandon Generative Models

Move awayfrom Alsystems tht generatetext, moges,

or audio based on learned data (such as GPT or Stable
Diffusion). Instead of focusing on such generative models, experts
suggest shifting toward joint-embedding architectures, which pricriize
understanding the relationships between different types of data and
delving deeply Into the meaning of that data—rather than merely.
producing contert.

Abandon Probabilistic Model

Probabllistic models function by calculating the

likelihood of certain avents, such as the probabilty of
@ word fallowing a given phvose (eg. predictive text systems). LeCun
acvocates for the use of energy-bosed models, which assess the state
of @ system based on energy formulations. These modsls may offer
 better grasp of complex data structures and more closely emuate.
howthe human brain operates.

Abandon Contrastive Methods

Contrastive learning methods, which teach Al by

comparing differences between data points, should be
feplaced with reguiarized mathods. These approaches focus on modl
refinoment withmore stabilty and comprehensiveness, helping prevent
biased or incomplatelearning.

Abandon Reinforcement Learning

Relnforcement learning (RL), where Al learns through

rewords and penaites shouldnot be thedefault approach.
LeCun recommends relying on model-predictive contro,  technique
that uses apredictive model o forecast the outcome of future actions
and determines the optiml sequence of actons i real tme.RL shod
oniy be used s @ secondory mechanism—when planning falls o yield
the expected resuts—in order o ine-tune the worldmodelor the citic
component fo higher aceuracy.

Final Advice: If You Are Interested
inHuman-Level Al,Don’t Work on LLMs.
Although Lorge Languags Modes (LLM) demonstrate
impressive capablltes, they may not ultimately lead
0 AGL LLMs foc inherent lmitations in hoistic world understanding.
reasoning across domains, and soling complex problems. Therefore,
LeCun adises that those who are genuinely focused on building
human-fevel nteligence should explor alternative approaches.
Thejourney toward AGiremains fraught with challenges and ongoing
debate. While Al technology continues to advance rapidly, ochieving
true artficialinteligence ot @ human level remains an unresolved
and ambitious goal
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EPILOGUE: The Al Storm - Infinite Impact.
Case Studies from Inside the Eye of the
Typhoon — SCBX Case Studies

TYPHOON

The SCBX Group, through its innovation arm SCB 10X, s not only
observing the Al revolution—it s actively shaping It From customer
experience o financial advisory to national-scale Innovation, SCBX has
been integrating arifical ntaligence ino real-world applications that
deliver tangibleimpact

Amongits ploneering natives are two featured earler i this report:
I addition, SCBX, led by SCB 10X, has developed Typhoon a arge
longuage model (LLM) specifically designed to enhance Thal languoge
processing copabilties.
+The Smart RM Training System (see ACT I, avoice-based Alsimulation
fortraining reationship managers.

Typhoon enables Al-powered applications to be more accurate,
accessile, ond mpact or Thal users

Typhoon has iready begun transforming sectors through strotegle
leading nation s Key

Sirro] Hospital — Enhancing healthcare documentation and
diagnostic workfiows with That-language AL

- VISAl - Bulding advanced legal Al tools, including chatbots and
research assistants taored for the Thailegal system,

- Thalland Development Research Instute (TDR) - Empowering
‘dota-driven labor market poliy through lorge-scole Alonalysi.

+TheAgentic AlFinancial Advsory AT,
inteligent inancialdecision-moking incynamic market condtons.

But perhaps most emblematic of SCBX's ambition is Typhoon—
 Thar-language Lorge Language Model (LLM) purpose-bult to eevate
the capabilties of natural language processing in the Thai language.
Developed to align with loca nguistic nuances and cultural context,

These ations underscore SCAX's commitment to
responsioie localized, and high- mpact Al deployment.Typhoon is more:
than a model—is @ platform for progress, enabling innovation at the
Intorsoction of tchnology,language, ond social vae.

5 we look ahead, these case studies offer o glimpse Into how Al
‘when palred i o strategi vislon and strong ecosystem partnerships,
can deliver not ust automation—but transformation.
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Public Health Managemen

Siriraj Hospital and the Enhancement
of Medical Information Systems

siriraj Hospital is a leading medical institution that provides
healthcare services, education, and research. Given the massive volume
of medical data and documentation, knowledge management within
the organization poses a significant challenge.

To address this, Siriraj Hospital has implemented Typhoon to reduce.
the complexity of managing essential documents such as medical
records, and internal documents, all of which require real-time search
and retrieval. Typhoon employs Retrieval-Augmented Generation (RAG)
to accurately extract relevant information.

The benefits of this case include reducing the burden on medical
personnelin reviewing large volumes of documents, accelerating access
tocriticalinformation, shortening decision-making time, and enhancing
the accuracy and efficiency of patient care.

Looking ahead, the hospital aims to expand the use of Typhoon
to further support patient care while maintaining data privacy, and to
apply Typhoon's capabilities to scanned documents across various
departments.

e

Legal Sector:
VISAl and Al
for Legal Education

VISAl is an organization dedicated to developing Al technologies to
support legal practice in Thailand.

The organization developed Sommai, a legal chatbot that uses
Typhoon to answer questions related to business and commercial law,
as well as analyze gaps in legal research. The system supports large
document processing and delivers results with internationally
comparable accuracy.

Sommai is capable of understanding complex legal content,
processing large volumes of legal documents, and delivering precise
results. Its key strength lies n its ability to search for information related
to Corporate and Commercial Laws (CCL) across 35 legal domains.
It also supports legal research, enables comparative legal studies,
and facilitates the analysis of differences between Thai and foreign
legal systems.

This enhances the effectiveness and accuracy of legal Al in the Thai
context and represents a significant advancement in Thailand's legal
technology landscape.

SCBXCaseStudies 28

Labor Market Planning:
TDRI and Labor Market Trend
Analysis

The Thailand Development Research Institute (TDRI)is anindependent
research organization focused on public policy and national
development.

TORI employs Typhoon to analyze data from online job postings
to identify labor market trends in Thailand. The system accurately
extracts information on job titles, workplace locations, and in-demand
skills.

Typhoon provides faster and more accurate results than previously
used systems, enabling timely policy development based on deep labor
marketinsights. This empowers policymakers tobetter understand labor
market dynamics and anticipate the future skill demands of the
workforce.

Weinvite organizations, industry partners and individuals committed
o the growth of the Al Innovation to partner with us:

SCB 10X Typhoon Team

contact@opentyphoon.ai

SCBX R&D Division

rd@scbx.com

\/

e

ANZANVZ2N
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SCBX Al Outlook 2025:
Beaconing the Future of Artificial
Intelligence

 the end of 2022, OpenA's launch of ChatGPT marked o defiring moment—
A1 (Gen A, and overy

ce fet like a distant frontir suddenly became a present-day force.

ded sl into both personal outines and enterprise strotegies,
ives,unlocking

organizatons operate. n pursul of competiive adventage,

e now acing to understand, adopt, and imovate wih AL

g theFutureof Artiiciateligence s designed to

g wave—offering clarity and dirctionasleaders

coldisruption. This eport explores the defining

d providosa strategiclensfor turning uncertointy

‘ecch highlighting a mejor force reshaping

 Almost There.
 (AGH) and the Unresolved Path to Human-Level Al

on EPILOGUE: The Al storm — Infinte Impoct. Case Studes.
Typhoon—featuring real-worid case studies from SCBXs
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The Battle Between
Open-Source
and Closed-Source
Al Intensifies

The development of advanced artifical Inellgence (A1 modes fs
currently dominated by two dominant philosophies open-sourco and
closed-source.

Open-source Al models are transparent by design. Thelr underlying
code and architecturolinsights are made frecly avallabie to the pubc,
empowering dovelopers worldwide to use, modify, and build upon ther
without resrictions. Closed-source models,by contrast, are developed
ond tightlycontrolled by specific orgarizations. Tnelinternol mechanics,
dato, and decision-making logic remain proprietary—shieided from
externalscrutiny.

Well-known closed-source modeis such as OpenAls ChatGPT and
Anthropic’s Claude typically exhibit high performance but are often
considered black boxes with nternalworkings that remain obscure to
usorsOn the other hand,notable open-source models such as DeapSook:
Rifrom DespSesicand Liama from Meta llow the developer community
o particpate leading to rapid and collaborative nnovation.

The debote over “Open vs. Closed-Source Al Models* has become
& critcaltopic shaping the direction of the Al industry. Each approach
offers distinct advantages and drawbacks. As the capabilities of
open-source models ncreasingly ival thoseof thei closed counterports,
thelr Impact on industries and economies grows—making It
equally essential for businesses to adapt and integrate Al solutions
appropriately.

Impacts and Transformations
from Open-Source and
Closed-Source Models

Closed-source models developed by mojor corporations such as
Opena, Google, and Anthropic ntialy propelied A's advancement—
starting around 2018 with therelease of GPT-1—and sparked widespread
public interest. Openal's ChatGPT, powered by propristary models
Iike GPT-35 and GPT-4, showcased the remarkoble potential of Al in
conversation and content generation, prompting many organizations
0 adopt Al technologles n earnest

ACTH Two Piosophies CreFutue. 8

Choaedacurcs modeis developed by major corporations such a2
OponAL Google, and Anthropic Intilly propelied ATs advancament—
starting oround 2018 with therelecse of GPT-1—and sparkedwidespread
publc nterest. OpenAs ChatGPT, powered by propristary models ke
GPT-35 and GPT-4, showcased the remarkable potential of Al in
onversation and content generation, prompting many organizations
o adopt Altechnologles n carnest

Thistrendsincraasingly evidentinfincings romthe Stanford nsttute
for Human-Gentered Artificial Intelligence (HAY, which reported
a record-breaking 149 foundation models launched In 2023 alone.
Of these over

ANINCREASE FROM  AND JUST

657% 44.4% 33.3%

WERE OPEN-SOURCE  IN2022 IN20219

Suchstatistcs point o switindustryshit toward openness,moving
‘oway from domination by a fow tach giants. Todoy, @ growing number.
of orgonizations and research Institutions are releasing models In
open-source formats. This has led to @ broader dissemination of

igo ond.  enabling more xp: ond
innovation beyond the closed doors of arge corporations.

The escolating competiton between open- andclosed-sourcs models
has become a focal point, with many businesses now opting for
open-source models to power their chatbots and Al applications—
directly challenging paid services based on proprietary models.

Furthermore, open-saurce modals fuel innovation by allowing
evelopers and everyday users to customize tools for unique needs.
or niche problems without the burdan of buiding modsis from the.
ground up.
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DeepSeek and the Narrowing
Gap Between Open
and Closed Models

Although leading closed-source models have historically held an
‘advantage in performance, the gap between closed- and open-source
modelsis narrowing rapicly

DeepSek i @ prime example of a fost-growing open-source model.
Within just two years, it hos released multiple versions, including
DeepSeek-Coder, DeepSeck V2, and most racently, DeepSoek Ri—
‘demonstrating a consistent trajectory of Innovation. A key ighight of
DeapSeck R Is its abilly to close the performance gap with closed
models—models that typically require signiicantly higher resources and
development costs—more quicky than expected. Thisisparticulrly evident
infes theML Languager
benchmark 7, widely recognized standard for evaluating Al models on
languoge understanding, generalknowledge, andaduanced problem-solng
capobiltes

DeepSeek R1 scored comparably to OpenAls o1 one of the leading
closed-source models, suggesting that the performonce of open-source
modelsis now catehing up Gt an accelerated pace. Notably, DespSeek was
reportedly developed with a budget of ust USD 5.6 millon (opproximately
THB 190 milion). However, many analysts believe this figure may
underestimate the truo cost, os It likely excludes various additional
‘oxpenses such as multipl training cycles, dota collection, infrastructure,
‘and operational costs.Taking thesento account, the totalnvestment may.
have been significantly higher than reported.

The Impact of DeepSeck has already rppled across technology stock
markets following its launch on January 27, 2025. Companies in the
dotacenter energy sector—such os Verti and GE—saw stock prices all by,
‘a5 much as 30%. Semiconductor stocks, including Ak related growth stocks.
like Nvidia and TSMC, dropped by over 20% In contrast, cloud service
providers such as Google, Microsoft, Amazon, and Meta were not
sigrificantly offected. Utimately the stocks that gained value were those
‘associatedwith the opplication ayer —such as Adobe, Salesforce, ond SAP

s
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